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1 INTRODUÇÃO

A tecnologia avançou muito com o passar do tempo e com isso, as técnicas de inteligência artificial também. Foi em 1986 quando se anunciaram um avanço extremamente importante na área das redes neurais, que foi o forjado o termo e o método de *‘backpropagation’.* Esse método consiste em a partir de um erro conhecido na camada de saída de uma rede neural encontrar o erro localmente em cada nó e, portanto, atualizar cada peso, aprimorando a rede neural para o melhor resultado do problema.

Se atemos em estudar a implementação de métodos de redes neurais *feedfoward*, que é a construção da rede na direção da camada de saída, e do *backpropagation* aliado com o *stochastic gradient descent* para encontrarmos os pesos atualizados em cada neurônio das camadas ocultas. Aplicamos os métodos estudados nos problemas clássicos de regressão e classificação.

2. EXERCÍCIOS

2.1 INTRODUÇÃO TÉORICA E IMPLEMENTAÇÃO COM VALIDAÇÃO

Redes neurais são baseadas em neurônios. Os conceito de neurônio é relacionado a uma unidade de processamento que possui, basicamente três elementos, são eles:

* Entradas.
* Somador
* Função de ativação

O somador tem como principal função de multiplicar as entradas pelos respectivos pesos do neurônio e acrescentar o bias, posteriormente, é aplicado o resultado do somador na função de ativação que resulta na resposta do neurônio para essas condições.

Dentro da teoria de redes neurais, possuímos alguns métodos que constituem um processo de desenvolvimento de uma aplicação baseada em redes neurais. O primeiro deles é a construção da rede *feedfoward,* que é a parte onde construímos o caminho da rede em direção a saída da mesma, com os pesos, bias e funções de ativações já inicializados. Posteriormente, é aplicado o método de backpropagation para conseguirmos ir atualizando os pesos a fim de encontrar uma resposta mais assertiva para o contexto da aplicação. Além disso, utilizamos o stochastic grandient descent para irmos atualizando os pesos de acordo com cada elemento do conjunto de treinamento, não precisando processar todo o treinamento para depois aferir os pesos de cada neurônio.

2.2 EXEMPLO MANUAL E BACKPROPAGATION

Utilizamos o código fornecido pelo professor como base para implementarmos técnicas de backpropagation e stochastic gradient descent. O código é apresentado abaixo.

import numpy as np

import matplotlib.pyplot as plt

from sklearn import datasets

from sklearn.metrics import accuracy\_score, mean\_squared\_error

class NeuralNetwork:

    '''simple feedforward neural network class'''

    def \_\_init\_\_(self,num\_inputs,num\_outputs,num\_neurons,tf\_functions,epochs=100,learning\_rate=0.1):

        self.learning\_rate = learning\_rate

        self.epochs = epochs

        self.num\_inputs = num\_inputs

        self.num\_outputs = num\_outputs

        self.num\_neurons = num\_neurons

        self.min\_weight\_value = -1

        self.max\_weight\_value = 1

        self.tf\_functions = []

        #self.tf\_functions\_derivatives = []

        for i in range(0,len(tf\_functions)):

            if tf\_functions[i] == "logistic":

                self.tf\_functions.append(self.tf\_logistic)

                #self.tf\_functions\_derivatives.append(self.tf\_logistic\_derivative)

            elif tf\_functions[i] == "linear":

                self.tf\_functions.append(self.tf\_linear)

                #self.tf\_functions\_derivatives.append(self.tf\_linear\_derivative)

            else:

                print("Unknown transfer function: %s" %(tf\_function[i]))

                exit()

        self.outputs = None # will be updated after calculation is called

        #\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

        # Initialize weights and bias

        #\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

        weights\_per\_layer = []

        biases\_per\_layer = []

        wsums\_per\_layer = []  # for helping later activation function approximate derivative calculation

        for l in range(0,len(num\_neurons)): # for all layers

            if (l == 0):

                previous\_layer\_size = len(inputs[0])

            else:

                previous\_layer\_size = num\_neurons[l-1]

            layer\_size = num\_neurons[l]

            layer\_weights = np.zeros((layer\_size,previous\_layer\_size))

            weights\_per\_layer.append(layer\_weights)

            biases\_per\_layer.append(np.zeros(layer\_size))

            wsums\_per\_layer.append(np.zeros(layer\_size))

self.randomize\_weights()

         self.randomize\_biases()

    def set\_last\_layer\_weights(self,weights):

        self.weights\_per\_layer[-1] = [weights]

    def randomize\_weights(self):

        a = self.min\_weight\_value

        b = self.max\_weight\_value

        for i, layer in enumerate(self.weights\_per\_layer):

            #self.weights\_per\_layer[i] = np.random.random(self.weights\_per\_layer[i].shape)

            self.weights\_per\_layer[i] = a+(b-a)\*np.random.random(self.weights\_per\_layer[i].shape)

    def randomize\_biases(self):

        a = self.min\_weight\_value

        b = self.max\_weight\_value

        for i, layer in enumerate(self.biases\_per\_layer):

            self.biases\_per\_layer[i] = a+(b-a)\*np.random.random(self.biases\_per\_layer[i].shape)

    def predict(self,X):

        Ypredicted = []

        for i in range(0,X.shape[0]):  #for every pattern

            predicted = model.calc\_output(X[i]) # calculating outputs for a given pattern

            Ypredicted.append(predicted)

        return np.array(Ypredicted)

    def calc\_output(self,inputs):

        '''calculates the output of the neural network'''

        #\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

        # creates empty output array

        #\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

        outputs = []

        for i in range(0,len(self.num\_neurons)):

            outputs.append(np.zeros(num\_neurons[i]))

        outputs = np.array(outputs) #convert to numpy array

        #\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

        # calculates output for each layer

        #\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

        for i in range(0,len(self.num\_neurons)):

            if (i == 0): # first layer

                outputs[i] = self.calc\_layer(inputs,self.weights\_per\_layer[i],self.biases\_per\_layer[i],self.tf\_functions[i],i)

            else:

                outputs[i] = self.calc\_layer(outputs[i-1],self.weights\_per\_layer[i],self.biases\_per\_layer[i],self.tf\_functions[i],i)

        self.outputs = outputs

        return outputs[-1]

def calc\_layer(self,inputs,weights,biases,tf\_function,layer\_index):

        outputs = np.zeros(len(weights))

        for i in range(0,len(weights)): #for all neurons

            outputs[i] = self.neuron(weights[i],biases[i],inputs,tf\_function,layer\_index,i)

        return outputs

    def tf\_logistic(self,x):

        return 1/(1+np.exp(-x\*2))

        #return 1/(1+np.exp(-x))

    def tf\_logistic\_derivative(self,y):

        return (1-y)\*(y)

    def tf\_linear(self,x):

        return x

    def tf\_linear\_derivative(self,y):

        return 1

    def neuron(self,weights,bias,inputs,tf\_function,layer\_index,neuron\_index):

        weighted\_sum = np.dot(weights,inputs)+bias

        output = tf\_function(weighted\_sum)

        # update for later calculate activation function approximate derivative

        self.wsums\_per\_layer[layer\_index][neuron\_index] = weighted\_sum

        return output

    def fit(self,X,Y):

        # sequential approach

        self.ssr\_total\_list = []

        self.mse\_total\_list = []

        for epc in range(0,self.epochs+1):

            ssr\_total = 0

            mse\_total = 0

            idxlist = np.arange(0,X.shape[0])

            #on first evaluation, local gradients are not updated, just to save the initial solution

            np.random.shuffle(idxlist)  #randomize index\_list

            for i in range(0,X.shape[0]):

                predicted = model.calc\_output(X[idxlist[i]]) # calculating outputs for a given pattern

                output\_error = Y[idxlist[i]] - predicted  # error for each output

                ssr = 0.5\*sum(output\_error\*\*2) #sum of squared residuals

                ssr\_total += ssr

                mse\_total += sum(output\_error\*\*2)

                # calculate local gradients

                if (epc != 0):

                    self.calculate\_local\_gradients(output\_error,ssr)

                    self.update\_weights(X[idxlist[i]])

            mse = mse\_total/X.shape[0]

            self.ssr\_total\_list.append(ssr\_total)

            self.mse\_total\_list.append(mse)

            #print("Epoch: %d \t SSR\_total = %f" %(epc,ssr\_total))

def calculate\_local\_gradients(self,output\_error,ssr):

        ''' calculates local gradients '''

        # initializes local gradients

        self.local\_gradients = [0]\*len(num\_neurons) # will be a list for each element

        for i in range(0,len(self.local\_gradients)):

            self.local\_gradients[i] = np.zeros(num\_neurons[i])

        # calculates local gradients for output layer

        for j in range(0,self.num\_neurons[-1]): # for all neurons in the output layer

            partiald\_E\_y = -(output\_error[j])

            #local\_gradient = -partiald\_E\_y \* self.tf\_functions\_derivatives[-1](self.outputs[-1][j])

            tf = self.tf\_functions[-1]

            local\_gradient = -partiald\_E\_y \* self.num\_derivative(tf,self.wsums\_per\_layer[-1][j])

            self.local\_gradients[-1][j] = local\_gradient

        # calculates local gradients for hidden layers

        for l in range(len(num\_neurons)-2,-1,-1):  # for all hidden layers, from last to first

            for j in range(0,num\_neurons[l]):

                outsum = 0

                w\_from\_this\_neuron\_to\_next\_layer = self.weights\_per\_layer[l+1][:,j]

                for o in range(0,num\_neurons[l+1]): # for all neurons on the next layer

                    wok = w\_from\_this\_neuron\_to\_next\_layer[o]

                    outsum+= self.local\_gradients[l+1][o]\*wok

                #self.local\_gradients[l][j] = self.tf\_functions\_derivatives[l](self.outputs[l][j])\*outsum

                tf = self.tf\_functions[l]

                self.local\_gradients[l][j] = self.num\_derivative(tf,self.wsums\_per\_layer[l][j])\*outsum

def update\_weights(self,inputs):

        '''update weights and bias for backpropagation'''

        # weight update

        for l in range(0,len(num\_neurons)): # for all layers

            for j in range(0,num\_neurons[l]): # for all neurons in layer

                if (l == 0): # first hidden layer

                    for p in range(0,self.num\_inputs): # for all inputs

                        self.weights\_per\_layer[l][j,p] += self.learning\_rate \* self.local\_gradients[l][j] \* inputs[p]

                else:

                    for p in range(0,num\_neurons[l-1]): # for all neurons in previous layer

                        self.weights\_per\_layer[l][j,p] += self.learning\_rate \* self.local\_gradients[l][j] \* self.outputs[l-1][p]

                # bias update

                self.biases\_per\_layer[l][j] += self.learning\_rate \* self.local\_gradients[l][j] \* 1

        print("Biases per layer: ", self.biases\_per\_layer)

        print("Pesos por layer: ", self.weights\_per\_layer)

        print("Local Gradients: ", self.local\_gradients)

    def num\_derivative(self,f,x,delta=1e-6):

        return (f(x+delta)-f(x))/delta

Usaremos o exemplo mais simples para validaremos a implementação. Os parâmetros que serão utilizados são apresentados abaixo:

* Entrada: [0,1]
* Pesos: Todos zerados
* Bias: Zerados
* Função logística na camada oculta
* Função linear na camada de saída.
* Épocas: 1

Primeiramente, calcularemos manualmente.

2.3 REGRESSOR COM REDES NEURAIS

Nesta seção, abordamos a construção de um regressor utilizando as redes neurais para o método preditivo. Estudaremos o dataset fornecido pelo SKLearn, Boston, que fornece o preço das casas em Boston. O conjunto de dados possui 506 amostras com 13 atributos em cada elemento. Inicialmente foi preciso normalizar todo o conjunto de dados apresentados, tanto as entradas quanto as saídas, pois a diferente escala influência diretamente na construção da rede neural.

Definimos as propriedades de nossa rede neural baseada na estrutura do dataset, portanto, incrementamos 13 neurônios de entrada com apenas um neurônio de saída, que é o valor alvo.

Foi separado 20% do dataset para ser nosso conjunto de teste e o restante para utilizar nos processos de treinamento e validação da rede.

Mantemos as mesmas funções de ativações que o exemplo passado e com os pesos inicializando de maneira randômica, além disso, delimitamos a otimização de hiperparametros apenas a taxa de aprendizado pois entendemos que o poder computacional é um limitador de nossos estudos e, consequentemente, o tempo que o modelo necessita para otimizar os outros hiperparametros, portanto, foi escolhido um valor default de 100 épocas para cada problema analisado nesse documento.

Por fim, otimizamos a taxa de aprendizado com todo o conjunto de treinamento e outra aplicando o cross-validation. A segunda abordagem de otimização aumentou consideravelmente a complexidade de nosso modelo e o tempo de execução foi bastante impactado, porém, como julgamos ter sido mais verossímil, foi a abordagem escolhida. O intervalo de valores de taxa de aprendizado utilizado foi delimitado para que o tempo de execução não saturasse 60 minutos. O código apresentado abaixo é a primeira abordagem a otimização de parâmetros.

from sklearn.datasets import load\_boston

from sklearn.model\_selection import train\_test\_split

from sklearn.preprocessing import MinMaxScaler

from sklearn.model\_selection import cross\_val\_score

data = load\_boston()

target = data['target']

data = data['data']

target = target.reshape(len(target), 1)

num\_outputs = 1

num\_inputs = np.size(data[0])

num\_neurons = np.array([num\_inputs, 1])

num\_layers = len(num\_neurons)

scaler = MinMaxScaler()

scaler.fit(data)

inputs = scaler.transform(data)

scaler.fit(target)

target = scaler.transform(target)

#target = target.reshape(1, len(target))

train, test, train\_labels, test\_labels = train\_test\_split(inputs, target, test\_size = 0.2, random\_state=42)

learning\_rate = 0.1

#print(inputs.shape)

np.random.seed(0)

## Otimizando parametros com todo o conjunto de dados, otimizaremos o learning rate

learning\_rate\_param = np.arange(0.01, 1, 0.04) # => 25x

scores = []

for i in learning\_rate\_param:

    model = NeuralNetwork(num\_inputs, num\_outputs, num\_neurons, ["logistic", "linear"], epochs = 100, learning\_rate = i)

    model.fit(train,train\_labels)

    predicted = model.predict(train)

    predicted\_class = np.round(predicted)

    mse = mean\_squared\_error(train\_labels, predicted)

    scores.append(mse)

    print(mse)

scores = np.array(scores)

O resultado do código acima é apresentado na figura 1.

Figura 1 - Taxa de aprendizado adequada sem cross-validation
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A segunda abordagem é apresentada abaixo.

train1, test1, train\_labels1, test\_labels1 = train\_test\_split(train, train\_labels, test\_size = 0.33, random\_state=42)

train2, test2, train\_labels2, test\_labels2 = train\_test\_split(train1, train\_labels1, test\_size = 0.5, random\_state=42)

def cross\_validation(x, y, x1, y1, x2, y2, model):

    treino = np.concatenate((x, x1))

    resultado = np.concatenate((y, y1))

    model.fit(treino, resultado)

    predicted = final\_model.predict(x2)

    mse = mean\_squared\_error(y2, predicted)

    return mse

scorex = []

for i in learning\_rate\_param:

    model = NeuralNetwork(num\_inputs, num\_outputs, num\_neurons, ["logistic", "linear"], epochs = 100, learning\_rate = i)

    a = cross\_validation(test1, test\_labels1, train2, train\_labels2, test2, test\_labels2, model)

    b = cross\_validation(test1, test\_labels1, test2, test\_labels2, train2, train\_labels2, model)

    c = cross\_validation(test2, test\_labels2, train2, train\_labels2, test1, test\_labels1, model)

    d = a+b+c/3

    scorex.append(d)

scorex = np.array(scorex)

idx = np.argmin(scorex)

min\_errorr = min(scorex)

learning\_ratee = 0.01 + idx\*0.04

print("Learning\_rate adequado foi: ", learning\_ratee)

O resultado é apresentado na figura 2.

Figura 2 - Resultado com o cross-validation
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Com a taxa de aprendizado otimizada para nosso conjunto de treinamento, tratamos de testar a rede com o conjunto de teste. O resultado é apresentado na figura 3.

Figura 3 - Score com o conjunto de teste

![](data:image/png;base64,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)

Para o calculo do erro foi utilizado o método do *mean-squared-error*, ideal para problemas de regressão, que mede o quão próximo nosso resultado estimado está da resposta certa. Por fim, concluímos que obtivemos um resultado muito satisfatório dado a natureza do problema.

2.4 CLASSIFICADOR COM REDES NEURAIS

Em contraponto ao nosso regressor, construímos um classificador para notarmos as diferenças de técnicas com o uso de redes neurais. A primeira delas se diz em questão a normalização dos dados, como usaremos um dataset binário que, consequentemente, já está normalizado, não será necessário normalizar as saídas do conjunto de dados.

Foi utilizado o dataset do câncer de mama, fornecido pelo SKLearn, que possui 569 amostras com 30 atributos cada amostra. Assim como no regressor, normalizamos os atributos de entrada e caracterizamos nossa rede da seguinte maneira:

* Entradas: 30 (quantidade de atributos)
* Saídas: 1 saída ([0,1] ou [1,0] que determina qual tipo de câncer é)
* Neurônios: 2.

Assim como abordado no exemplo do regressor, otimizamos apenas a taxa de aprendizado do nosso classificador e utilizando apenas o método do cross-validation, visto que foi o método que utilizamos no exemplo anterior. O código é apresentado abaixo.

def cross\_validation\_class(x, y, x1, y1, x2, y2, model):

    treino = np.concatenate((x, x1))

    resultado = np.concatenate((y, y1))

    model.fit(treino, resultado)

    predicted = final\_model.predict(x2)

    predicted\_class = np.round(predicted)

    accuracy = accuracy\_score(y2,predicted\_class)

    return accuracy

data = load\_breast\_cancer()

target = data['target']

data = data['data']

outputs = []

for out\_num in target:

    outlist = [0, 0]

    outlist[out\_num] = 1

    outputs.append(outlist)

outputs = np.array(outputs)

num\_outputs = np.size(outputs[0])

num\_inputs = np.size(data[0])

num\_neurons = np.array([num\_inputs, num\_outputs])

num\_layers = len(num\_neurons)

scaler = MinMaxScaler()

scaler.fit(data)

inputs = scaler.transform(data)

learning\_rate\_param = np.arange(0.01, 1, 0.04)

train, test, train\_labels, test\_labels = train\_test\_split(inputs, outputs, test\_size = 0.2, random\_state=42)

train1, test1, train\_labels1, test\_labels1 = train\_test\_split(train, train\_labels, test\_size = 0.33, random\_state=42)

train2, test2, train\_labels2, test\_labels2 = train\_test\_split(train1, train\_labels1, test\_size = 0.5, random\_state=42)

np.random.seed(0)

## Otimizando parametros com todo o conjunto de dados, otimizaremos o learning rate

scorexx = []

for i in learning\_rate\_param:

    model = NeuralNetwork(num\_inputs, num\_outputs, num\_neurons, ["logistic", "linear"], epochs = 100, learning\_rate = i)

    a = cross\_validation\_class(test1, test\_labels1, train2, train\_labels2, test2, test\_labels2, model)

    b = cross\_validation\_class(test1, test\_labels1, test2, test\_labels2, train2, train\_labels2, model)

    c = cross\_validation\_class(test2, test\_labels2, train2, train\_labels2, test1, test\_labels1, model)

    d = (a+b+c)/3

    print(d)

    scorexx.append(d)

scorexx = np.array(scorexx)

idx = np.argmax(scorexx)

min\_errorr = min(scorexx)

learning\_ratee = 0.01 + idx\*0.04

print("Indice de menor erro foi: ", idx)

print("Menor erro encontrado no conjunto treinamento: ", min\_errorr)

print("Learning\_rate adequado foi: ", learning\_ratee)

O resultado da otimização é apresentado na figura 4.

Figura 4 - Otimização da taxa de aprendizado com cross-validation
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Com o melhor valor que descreve a nossa taxa de aprendizado, executamos o nosso classificador com o conjunto de teste para testar a generalização do mesmo. O resultado é apresentado na figura 5.

Figura 5 - Resultado do conjunto de teste

![](data:image/png;base64,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)

Para aferirmos o resultado de nosso classificador, arredondamos o valor preditado para o número inteiro mais próximo e aplicamos o método de accuracy, fornecido pela biblioteca do SKLearn. Obtivemos um resultado muito satisfatório, visto que a nossa acurácia ficou em torno de 98,2%, ou seja, o nosso modelo conseguiu acertar em quase sua totalidade o conjunto de teste.

3. CONCLUSÃO

Por mais que não tivemos um resultado satisfatório, que fosse de fato, funcional, conseguimos extrair sólidos conhecimentos no processo de construção de um modelo de aprendizado de máquina.

Atuamos ativamente na prevenção das ocorrências conhecidas como overfitting e otimizando o nosso dataset para o resultado do nosso modelo, porém, como já foi dito anteriormente, o modelo de K-Neareast-Neighbors não foi satisfatório para o contexto de nosso problema.

Por fim, reforçamos alguns conceitos vinculados a aritmética intervalar, que é a introdução a lógica fuzzy, próximo conteúdo de nosso cronograma.